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Speed detection plays a crucial role in traffic monitoring, significantly 

contributing to the enhancement of vehicle efficiency and safety on 

roads. This paper highlights the importance of computer vision 

techniques to analyze video frames captured by cameras for detecting 

vehicles on roads and calculating their absolute speeds. Convolutional 

Neural networks (CNN) have demonstrated high accuracy in this 

domain. In this study, we propose a CNN-based approach to estimate 

vehicle speeds from video data. Specifically, we employ CNN-based 

object detection algorithms YOLO (You Only Look Once) and SSD 

(Single Shot Detection) to identify vehicles in each frame of the video. 

These approaches are tested using real-world scenarios, demonstrating 

their potential to enhance vehicle detection systems and reduce road 

accidents. We then compute the absolute speed of each vehicle based 

on its detection across frames. The results highlight and compare the 

performance of YOLO and SSD in both vehicle detection and speed 

estimation, highlighting  their effectiveness for real-time traffic 

monitoring applications. 

 

Keywords:    

Vehicle speed detection, Convolutional neural networks, CNN, Object 

Detection YOLO, Speed detection system, SSD, Single shot Detection 
 

 

 

 

1. Introduction 

Vehicle speed monitoring technologies provide information or data that is 

important to improve the efficiency and safety of traffic on roads. Traditional speed-

detection systems, such as radar-based solutions, typically rely on external sensors 

and video outputs for vehicle detection, speed monitoring, counting and tracking. 
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However, these sequential systems may occasionally produce inaccurate results due 

to limitations in detection precision, environmental interference, or occlusion. To 

address these challenges, vehicle speed detection employing cutting-edge 

technologies, such as convolutional neural networks (CNN), which provide more 

accurate and robust performance than traditional methods. This deep learning 

technology is inspired by the brain and can automatically extract features from the 

data without the need for manual feature extraction. For instance, information on the 

speed and density of vehicles can be used to reduce traffic jams and ensure the 

dynamic routing of vehicles [16]. CNN architecture is straightforward when it comes 

to recognizing real-time emergency signals and can predict the current vehicle 

velocity which is essential for quickly responding to hazardous situations. Beyond 

this, CNNs can also help in accident analyses. The detailed road scenes captured by 

cameras can serve as valuable insights for post-incident investigations. 

This paper covers the significance of the use of CNN model, particularly YOLO and 

SSD to enhance road safety and driving autonomy with the help of the concept of 

object detection. Furthermore, this would enhance the idea of complex road scenes 

and diverse driving scenarios around the world. 

1.1  Convolutional Neural Networks 

A Convolutional Neural Network (CNN) is a type of Deep Learning neural network 

architecture that excel at tasks involving image and video analysis. They are 

particularly useful in computer vision applications like image classification, object 

detection, and facial recognition. Computer vision is a field of Artificial Intelligence 

that enables computers and machines to see the visual world by analyzing images and 

video data. CNNs are like smart helpers for computers to understand pictures and 

videos. They're highly effective at analyzing images or videos and figuring out what's 

in them. They help computers pick out things like faces, objects, or patterns, which is 

really handy for tasks like identifying animals in photos or finding specific items in 

videos. Recently, Computer Vision Techniques have been pushing the development 

of robust traffic monitoring systems. Such methods utilize images captured by video 

cameras to infer important traffic features, such as vehicle speed and traffic density.  

CNN is a of deep learning model that is used for processing data that has a grid pattern, 

such as images, which are inspired by the organization of animal visual cortex and 
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designed to automatically and adaptively learn spatial hierarchies of features, from 

low- to high-level patterns [11]. A convolutional Neural Network is the extended 

version of an Artificial Neural Network that is primarily used to extract features from 

the grid-like matrix dataset. It comprises of many layers like the Convolutional layer, 

Activation layer, Pooling layer, and fully connected layer. Here are the layers of CNN: 

Convolutional layers: The Convolutional layer is used to implement filters on the 

input image which help to extract its 

features. The convolutional layer is like 

a detective searching for clues in a 

picture. It uses small search patterns, 

called filters, to scan the image pixel by 

pixel. These filters help the detective 

find important features like edges, 

textures, and shapes hidden in the 

image.  

Activation Layer: The Activation layer 

applies an element-wise activation 

function to produce output from the convolutional layer using RELU. The activation 

function, like ReLU (Rectified Linear Unit), is a set of rules or a formula that the 

activation layer uses to process the output from the convolutional layer. It goes 

through each element and applies the rules. For example, with ReLU, the rule is: if 

the information is positive (greater than zero), keep it unchanged; but if it's negative 

(less than zero), ignore it (treat it as zero). This way, the activation layer filters out the 

irrelevant information and keeps only the most crucial parts. 

Pooling Layer: This layer is like a zoom-out button for the computer. It takes the 

detailed pictures created by the earlier layers and makes them smaller and simpler. 

This helps the computer work faster and use less energy. But it still keeps the 

important parts of the picture that help it recognize things like objects or patterns. 

Fully Connected Layer: The Fully Connected Layers is also known as the dense layer; 

this layer connects every neuron in one layer to every neuron in the next layer. It takes 

the output from the previous layers and combines them to make predictions or 

classifications. 

Figure 1: CNN architecture 
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2. Literature Review 

Numerous studies have focused on estimating and detecting vehicle speed on 

roadways, with video-based systems being the most commonly explored approach. 

In one such study [1], researchers addressed the challenge of determining traffic flow 

based on video surveillance camera data by employing SORT tracker and an advanced 

modern Faster R-CNN detector, achieving 78% accuracy in estimating vehicle speed. 

The research highlights the importance of computer vision in analyzing video frames 

from cameras to determine the speed of vehicles on road. Similarly, the paper titled 

“Faster R-CNN and YOLO based vehicle detection: a survey” [5] presents a 

comprehensive review of existing deep neural networks for vehicle detection and 

tracking. The study classifies various vehicle detection methods based on Faster R-

CNN and YOLO, highlighting their roles in enhancing road safety and driving 

autonomy with help of object detection. In contrast to traditional radar-based speed 

detection systems, the research in “Radar- based 2D Car Detection using Deep Neural 

Networks” [6] focuses on robust object detection in radar data. The study proposes an 

adaptation of the YOLOv3 neural network to operate on sparse radar point clouds, 

providing a novel approach for radar-based vehicle detection. Additionally, [7] 

develops a technique to enhance the efficiency of vehicle detection during low light 

and adverse weather conditions using a CNN approach. The CNN model, trained with 

177 images and tested with 124 images, achieves significantly improved detection 

accuracy. 

The paper [14] “An algorithm for highway vehicle detection based on Convolutional 

Neural network” builds upon existing research in the field of vehicle detection and 

traffic surveillance cameras. It proposes a novel approach that addresses the challenge 

of accurately detecting vehicles of different sizes. The results of this study indicate 

significant improvement over existing methods such as Faster R-CNN and SSD, 

highlighting the effectiveness of CNN-based framework for highway vehicle 

detection. 

These studies emphasize the importance of deep learning techniques in traffic analysis 

and vehicle speed detection. By utilizing advanced computer vision technologies, 

researchers can enhance road safety and driving autonomy, paving the way for more 
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safer traffic systems. 

 

2.1  Vehicle speed detection technologies 

In this study, we investigate how computer vision can analyze video frames from cameras to 

find out how fast vehicles are moving on the road. Emphasizing the significance of employing 

deep learning techniques in traffic analysis and speed estimation, the study sheds light on the 

limitations of traditional speed detection methods, paving the way for the integration of 

machine learning solutions. 

"Exploring Machine Learning-Based Solutions for Vehicle Speed Detection" 

critically examines conventional approaches to speed detection, identifying potential 

pitfalls and illustrating how machine learning can address these shortcomings. 

"Machine Learning for Vehicle Speed Detection" provides a foundational insight into 

machine learning principles and their applications in determining vehicle speed. 

Several computational models capable of performing vehicle speed estimation are 

discussed, alongside considerations of data quality and acquisition methods, with a 

focus on the inherent challenges of collecting reliable data from high-risk 

environments such as busy roads. 

Moreover, the study categorizes different methods of vehicle detection based on CNN 

models particularly, SSD (Single shot Detection) and YOLO (You only look Once), 

showing how they improve road safety and drive autonomy through object detection. 

This brings up some unique challenges. We talk about problems like figuring out how 

fast vehicles are going and how many there are. We also explain how machine 

learning is used in the real world to estimate vehicle speed. 

3. Methodology 

This study leverages Convolutional Neural Networks (CNNs) to detect and estimate 

vehicle speed using video data. Pre-recorded road surveillance videos are processed 

to identify and track vehicles across frames, enabling speed estimation based on object 

displacement over time. Two models, YOLO and SSD, are used due to their real-time 

capabilities and accuracy in traffic scenarios. Video processing and visualization tasks 

are handled using OpenCV, which assists in frame-wise extraction and annotation. 

The models are applied to preprocessed video frames, and their performance in 

detecting vehicles and estimating speed is compared. Below is brief architectural 
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overview of both models along the implemented workflow. 

 

3.1 YOLO algorithm 

The Convolutional neural network 

(CNN) architecture known as 

YOLO, or “You only look once” 

is utilized for image categorization 

and object recognition 

applications. YOLO is an object 

detection algorithm capable of 

detecting multiple objects in an 

image in real time. It’s efficient in real-time object detection tasks, including vehicle 

detection, stems from its ability to detect objects in images in a single forward pass. 

YOLO does not apply the classifier to multiple regions of an image, instead it divides 

the image into grids and then predicts bounding boxes along with class labels for each 

grid cell. It directly outputs the position and category of the bounding box through the 

neural network [12]. 

YOLO is versatile than preceding CNN architectures as it can detect wide range of 

objects in various contexts. Its speed, efficiency and real -time capabilities make it 

well suited for application requiring fast object detection, such as autonomous 

vehicles, surveillance systems and robotics. It functions by dividing the image into a 

grid of cells and then for each grid cell, YOLO predicts bounding boxes that 

potentially contain objects. Along with bounding box prediction, YOLO calculates 

‘object score’, that indicates the likelihood that the box contains a meaningful object 

and also predicts the class of the object detected. After predicting bounding boxes, 

object score and class probability, YOLO applies Non-Max Suppression (NMS) to 

filter out redundant bounding boxes. The final output of YOLO consists of the 

selected bounding boxes, along with their associated class labels.  

For vehicle speed detection, YOLO’s speed and real-time capabilities are invaluable. 

It can simultaneously track and measure the speed of multiple vehicles, providing 

crucial information for traffic management and research studies on traffic patterns. 

3.2 SSD algorithm 

Figure 2: Object detection sequence of YOLO 
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The SSD (Single Shot Detector) method is widely recognized for its effectiveness in 

object detection. It utilizes a deep CNN model that focuses on regression to address 

the challenge of target detection. This model is capable of swiftly and accurately 

detecting and tracking objects in both images and video frames, allowing for end-to-

end training and enabling real-time detection with high precision. 

The concept behind SSD involves 

combining features from various 

networks like YOLO and R-CNN to 

achieve rapid detection speed while 

preserving high detection quality. 

Multiple bounding box predictions 

are generated by the last few layers 

of the network, each responsible for 

progressively smaller bounding 

boxes. The final prediction results from the union of all these predictions. Compared 

to other single stage methods, SSD demonstrates more uniform performance even 

with a smaller input image size [13]. 

The CNN network utilized in SSD is fully convolutional, with VGG-16 as the base 

network. It incorporates numerous auxiliary convolutional layers that decrease in size 

progressively. To effectively detect small objects, SSD employs shallower layers with 

higher resolution. For objects of various sizes, SSD conducts multi-scale detection by 

operating on multiple convolutional feature maps. Each of these maps predicts 

category scores and box offsets.  

3.3 Workflow 

This study explores the domain of vehicle recognition in videos, essential for 

applications such as monitoring and autonomous driving [9]. Leveraging, CNN 

models, particularly YOLO and SSD, renowned for their real time processing 

capability and high efficiency, we propose a method for vehicle speed estimation.The 

process of identifying and estimating the speed of vehicles in a video involves the 

following key steps: 

1. Segmenting the video into frames: The video is partitioned into frames for 

analysis. 

Figure 3: Object detection sequence of SSD 
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2. Analyzing each frame using a pre-trained CNN model 

3. Detecting Vehicles in the video frame 

4. Tracking vehicles across frames: Once vehicles are detected, a tracking 

mechanism is initiated to monitor their movement across frames. 

5. Drawing boundary boxes for detecting vehicles: Boundary boxes are drawn 

around each detected vehicles, visually delineating their location and 

dimensions within the frame. 

6. Assigning IDs to 

each detected 

vehicle: Unique 

identifiers are 

assigned to each 

detected vehicle.  

Through the systematic 

execution of these steps, the proposed method provides a practical and efficient 

solution for real-time vehicle detection and speed estimation in video frames. 

Following the detection and tracking of vehicles, a speed estimation algorithm 

estimates the speed of vehicles by measuring the time taken to travel between two 

predefined reference lines in the video frame (as illustrated in Figure 4). In this 

study, the distance between these lines is assumed to be 10 meters. By combining 

this time interval with the known distance between the lines, the algorithm 

computes the speed using the standard formula: 

Speed = 
𝐃𝐢𝐬𝐭𝐚𝐧𝐜𝐞

𝐓𝐢𝐦𝐞
 

With each frame, the tracker recalculates the position of vehicles in the scene and 

returns the path taken by each of them in the last frames. The execution of the trace 

block is presented in pseudocode format in Figure 5. 

Figure 4: Prototype system for speed recognition 
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While, the main loop efficiently processes each frame of the video, detecting 

vehicles, tracking their movement, calculating their speeds, and providing visual 

for analysis and monito monitoring purpose. 

Furthermore, Figure 6 provides the pseudocode outlining the main loop for processing 

the continuous video stream. This loop handles the initialization of the tracker, reading 

video frames, vehicles detection, tracker updates and the new bounding boxes, speed 

estimation, and display of the annotated frames for analysis and monitoring. The video 

stream can originate from various sources, such as surveillance cameras or traffic 

monitoring systems. 

 

 

 

 

 

 

TRACKER 

1. Initialize: 

a. Center_points={} 

b. Id_count=0 

2. Function Update(objects_rect): 

a. Objects_bbs_ids=[] 

b. For each rect in objects_rect: 

i. (x,y,w,h) = rect 

ii. Cx = ( x+x+w) // 2 

iii. Cy = (y+y+h) // 2 

iv. Same_objects= False 

v. For each id, pt in Center_points: 

1. Calculate distance between (Cx, Cy) and pt 

2. If distance < threshold: 

3. Update Center points 

4. Add bounding box with id to objects_bbs_ids 

5. Same_objects=true 

6. End Loop 

vi. If same_objects is False: 

1. Assign new ID 

2. Add bounding box with ID to objects_bbs_ids 

3. Increment id_count 

vii. Clean up Center_points dictionary to remove unused IDs 

viii. Return objects_bbs_ids 

Figure 5: Vehicle tracking routine 
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4. Result 

To detect vehicles within video frames, pretrained YOLO (You Only Look Once) and 

SSD (single shot Detection) models from the COCO (Common Objects in Context) 

datasets were utilized. These models were selected for their established performance 

in object detection tasks and their pretraining on various range of objects, including 

vehicles. 

Upon evaluation of these pretrained models on real-world traffic scenario, both the 

models exhibited effective performance in detecting vehicles. YOLO achieved an 

average detection accuracy of 92.85%, while SSD achieved an average accuracy of 

42.42%. Table 1 below summarizes the results of vehicle detection using pretrained 

YOLO and SSD models on the COCO dataset. 

 

MAIN LOOP 

1. Open the video stream 

2. Initialize the tracker 

3. While True: 

a. Read frame from video stream 

b. If end of video reached 

i. End Loop 

c. Detect vehicles in the frame using pre-trained CNN model 

d. Update tracker with detected bounding boxes 

e. objects_bbs_ids = tracker.Update(objects_rect) 

f. For each bbox_id in objects_bbs_ids: 

i. Extract bounding box coordinates and object ID 

ii. Calculate center point (Cx, Cy) 

iii. Draw bounding box around detected vehicle 

iv. Assign a unique ID to each vehicle 

v. Perform speed detection 

g. Display frame with bounding boxes 

h. Save frame with annotation 

4. Release video file 
 

Figure 6: Vehicle detection and tracking routine 
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Table 1:  Comparative analysis 

Table 1 illustrates the total number of vehicles present in the video, alongside the 

number of vehicles detected by the YOLO and SSD models. The accuracy of both the 

detection models is typically calculated based on the number of correct detections 

versus the total number of vehicles present in the scene. The formula for accuracy is: 

Accuracy = 
𝐍𝐮𝐦𝐛𝐞𝐫 𝐨𝐟 𝐂𝐨𝐫𝐫𝐞𝐜𝐭 𝐝𝐞𝐭𝐞𝐜𝐭𝐢𝐨𝐧

𝐓𝐨𝐭𝐚𝐥 𝐧𝐮𝐦𝐛𝐞𝐫 𝐨𝐟 𝐯𝐞𝐡𝐢𝐜𝐥𝐞𝐬 𝐝𝐞𝐭𝐞𝐜𝐭𝐞𝐝 
× 𝟏𝟎𝟎% 

 

In the context of the above data: 

For YOLO: 

Accuracy = 
𝟏𝟑

𝟏𝟒
× 𝟏𝟎𝟎% ≈ 𝟗𝟐. 𝟖𝟓% 

For SSD: 

Accuracy =  
𝟏𝟒

𝟑𝟑
× 𝟏𝟎𝟎% ≈ 𝟒𝟐. 𝟒𝟐% 

Thus, YOLO model demonstrates substantially better performance in accurately 

detecting vehicles compared to SSD in the given scenario. With an accuracy of 

92.85%, YOLO is able to correctly identify vehicles at a much higher rate than SSD, 

which has an accuracy of 42.42%. Figure 7 depicts the results obtained using the 

YOLO model. The analysis of the annotated frame reveals that 6 vehicles were 

leaving the scene and 7 were entering, totaling 13 detected vehicles. 

Figure 8 displays the results using the SSD model with VGG16 as the backbone 

architecture. Upon analyzing this screenshot, 15 vehicles were entering and 18 were 

leaving, totaling 33 detections, out of which 19 were incorrect. 

 CORRECT 

DETECTIONS 

INCORRECT 

DETECTIONS 

TOTAL VEHICLES 14 N/A 

YOLO 13 N/A 

SSD 14 19 
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Based on this comparative analysis, the YOLO model demonstrates substantially 

better performance in accurate vehicle detection, with a higher detection accuracy and 

significantly fewer false positives than SSD. Although SSD detected more vehicles 

overall, its higher number of incorrect detections lowered its precision, making YOLO 

a more reliable choice for real-world traffic monitoring scenarios. 

4.1 MAE Analysis on Custom Dataset 

 

To further evaluate the models’ effectiveness in detecting vehicles and estimating 

their speed, both YOLO and SSD were tested on a custom traffic dataset, we 

compared the two widely-used architectures: YOLO and SSD. Both models were 

employed with pre-trained weights from the COCO dataset, without any additional 

fine-tuning on the custom data.  

The evaluation metric used was the Mean Absolute Error (MAE), calculated between 

the predicted and ground truth bounding box parameters: X-center, Y-center, width, 

and height. This metric provides a direct assessment of the models’ ability to localize 

vehicles accurately. 

Table 2: Mean Absolute Error (MAE) Comparison of YOLO and SSD on Custom Vehicle Dataset 

 

MODEL MAE (X-

Center) 

MAE (Y-

Center) 

MAE 

(Width) 

MAE 

(Height) 

YOLO 0.0008 0.0064 0.0021 0.0207 

SSD 39.0093 35.19 204.5000 214.6481 

Figure 7: YOLO detection results Figure 8: SSD detection results 
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As shown in Table 2, YOLO consistently outperformed SSD across all four MAE 

metrics. The lower MAE values indicate that YOLO provided more accurate 

bounding box predictions on the custom dataset, showcasing stronger generalization 

to new domains—even in the absence of task-specific fine-tuning. In contrast, SSD 

exhibited relatively higher error rates, suggesting it may benefit from fine-tuning 

when applied to unseen data distributions. These findings underscore the robustness 

of YOLO for vehicle detection tasks, especially in real-world, domain-specific 

scenarios like traffic monitoring. 

The relatively higher MAE of SSD further confirms its susceptibility to false positives 

and inconsistent bounding box predictions, which negatively affect the reliability of 

speed estimation. 

5. Conclusion  

In conclusion, this study demonstrates the effectiveness of convolutional Neural 

network (CNN) models, specifically YOLO and SSD, in real-time vehicle detection 

and speed estimation from video data. Both models were employed with pre-trained 

weights on the COCO dataset and evaluated without additional fine-tuning, allowing 

for a fair comparison. 

YOLO achieved a significantly higher detection accuracy of 92.85%, while SSD 

recorded an accuracy of 42.42%, indicating that YOLO is the more accurate model 

for vehicle detection tasks in real-

world traffic videos. Additionally, 

the Mean Absolute error (MAE) 

evaluation on a custom vehicles’ 

dataset revealed that YOLO 

consistently produced lower errors in 

bounding box prediction, further 

highlighting its superior localization 

performance and generalization 

capabilities. 

These findings suggest that YOLO is better suited for applications with limited 

resources for model retraining or domain-specific fine-tuning, offering robust 

performance out-of-the-box. In contrast, while SSD underperformed in accuracy and 
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localization, its relatively faster processing speed may be beneficial for applications 

where computational efficiency is a priority, such as edge-device deployment or 

preliminary object screening. 

Overall, both YOLO and SSD provide unique advantages depending on the 

application context. YOLO's precision and generalization make it ideal for traffic 

surveillance, smart traffic systems, and safety analytics, whereas SSD’s efficiency 

could be leveraged in scenarios requiring fast, large-scale processing, such as 

autonomous navigation or lightweight embedded systems. By integrating such CNN-

based approaches, traffic monitoring systems can be significantly enhanced, 

contributing to smarter urban infrastructure and improved road safety.  

Further, it is planned to improve the developed system to increase the accuracy of 

object recognition and speed estimation. 

Author Contribution. Lavika Khattar and Ishika Kansal wrote the code and 

manuscript of the research with inputs from all authors. Meenu Chopra and Cosmena 

Mahapatra were involved in overall planning and were involved throughout execution 
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